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Do deep nets generalize?
What a strange question!

human performance: 
about 5% error

but what about the mistakes? What kinds of mistakes are they?



Do deep nets generalize?
Even the mistakes make sense (sometimes)!



Do deep nets generalize?

Ribeiro, Singh, Guestrin. ά²Ƙȅ {ƘƻǳƭŘ L ¢Ǌǳǎǘ ¸ƻǳΚέ 9ȄǇƭŀƛƴƛƴƎ ǘƘŜ tǊŜŘƛŎǘƛƻƴǎ ƻŦ !ƴȅ /ƭŀǎǎƛŦƛŜǊ. 2016.



! ƳŜǘŀǇƘƻǊ ŦƻǊ ƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎΧ

9ȄŀƳǇƭŜ ōƻǊǊƻǿŜŘ ŦǊƻƳ Lŀƴ DƻƻŘŦŜƭƭƻǿ όά!ŘǾŜǊǎŀǊƛŀƭ 9ȄŀƳǇƭŜǎ ŀƴŘ !ŘǾŜǊǎŀǊƛŀƭ ¢ǊŀƛƴƛƴƎέύ

CleverHans

or: whenthe training/test 
paradigm goes wrong

9ǾŜǊȅǘƘƛƴƎ ƳƛƎƘǘ ōŜ άǿƻǊƪƛƴƎ ŀǎ ƛƴǘŜƴŘŜŘέΣ 
but we might still not get what we want!



Distribution shift
One source of trouble: the test inputs might come from a different distribution than training inputs

often especially problematic if the training data has spurious correlations

traffic sign classification dataset traffic sign in reality

Some more realistic examples:
Á Medical imaging:different hospitals 

have different machines
Á Evenworse,different hospitalshave

different positiverates(e.g.,some
hospitalsget more sickpatients)

Á Inducesmachine ė label correlation
Á Selection biases: center crop, canonical 

pose, etc.
Á Feedback:the useof the MLsystem

causesusersto changetheir behavior,
thuschangingthe input distribution
Á Classic example: spam classification



Calibration
Definition: the predicted probabilities reflect the actual frequencies of the predicted events

husky: 0.3

wolf: 0.7

how is the data generated?

άƘǳǎƪȅέ

άт ǘƛƳŜǎ ƻǳǘ ƻŦ мл ǘƛƳŜǎΣ ŀ 
ǇŜǊǎƻƴ ǿƻǳƭŘ ǎŀȅ ǘƘƛǎ ƛǎ ŀ ǿƻƭŦέ

husky: 0.5

wolf: 0.5

out of distribution:

άL ŘƻƴΩǘ ƪƴƻǿ ǿƘŀǘ ǘƘƛǎ ƛǎέ

Does this happen?

Usually not, such models 
typically give confidentbut 
wrong predictions on OOD 
inputs (but not always!)

why?

Are in-distribution
predictions 
calibrated?

Usually not, but 
there are many 

methods for 
improving calibration



Adversarial examples



Adversarial examples
A particularly vivid illustration of how learned models may or may not generalize correctly

this is not random noise ς
ǎǇŜŎƛŀƭ ǇŀǘǘŜǊƴ ŘŜǎƛƎƴ ǘƻ άŦƻƻƭέ 

the model

²ƘŀǘΩǎ ƎƻƛƴƎ ƻƴ ƘŜǊŜΚvery special patterns, almost imperceptible to people, 
Ŏŀƴ ŎƘŀƴƎŜ ŀ ƳƻŘŜƭΩǎ ŎƭŀǎǎƛŦƛŎŀǘƛƻƴ ŘǊŀǎǘƛŎŀƭƭȅ

Why do we care? The direct issue: ǘƘƛǎ ƛǎ ŀ ǇƻǘŜƴǘƛŀƭ ǿŀȅ ǘƻ άŀǘǘŀŎƪέ ƭŜŀǊƴŜŘ ŎƭŀǎǎƛŦƛŜǊǎ
Thebiggerissue:this impliessomestrangethingsaboutgeneralization



Some facts about adversarial examples
²ŜΩƭƭ ŘƛǎŎǳǎǎ Ƴŀƴȅ ƻŦ ǘƘŜǎŜfactsin detail, 
butƭŜǘΩǎget the full picture first:

üLǘΩǎ ƴƻǘ Ƨǳǎǘ ŦƻǊ ƎƛōōƻƴǎΦ /ŀƴ ǘǳǊƴ ōŀǎƛŎŀƭƭȅ anything
into anythingelse with enough effort

ü It isnot easyto defendagainst,obviousfixescan
help,but nothingprovides a bulletproof defense 
(that we know of)

üAdversarial examplescantransferacross different 
networks (e.g., the same adversarial example can 
fool both AlexNetand ResNet)

üAdversarial examplescanwork in the realworld,
not just specialandveryprecisepixelpatterns

üAdversarial examples are not specific to (artificial) 
neural networks, virtually all learned models are 
susceptible to them

including your brain, 
which is a type of 
learned model

speed limit: 45

photo isnot altered in any way!

but the sign is



A problem with deep nets?

Example from: Ian Goodfellow, 2016

ŎƭŀǎǎƛŦƛŜŘ ŀǎ άлέ όфл҈ύ

ŎƭŀǎǎƛŦƛŜŘ ŀǎ άмέ όфл҈ύ

linear model (logistic regression)

adversarial examples appear to be a 
general phenomenon for most learned 
models (and all high-capacity models 
that we know of)



Is it due to overfitting?
Overfitting hypothesis: because neural nets have a huge number of parameters, they tend to overfit, making it 
easy to find inputs that produce crazy outputs

Implication: to fix adversarial examples, stop using neural nets most evidence suggests that this 
hypothesis is false

The mental model:

Slide based on material from Ian Goodfellow (2017)

adversarial examples are things like this

ü If this were true, we would expect 
different models to have very different 
adversarial examples (high variance)
Á This is conclusively not the case

ü If this were true, we would expect low 
capacity models (e.g., linear models) not 
to have this issue
Á Low capacity models also have this

ü If this were true, we would expect highly 
nonlinear decision boundaries around 
adversarial examples
Á This appears to not be true



Linear models hypothesis
Linear models hypothesis: because neural networks (and many other models!) tend to be locally linear, they 
extrapolate in somewhat counterintuitive ways when moving away from the data

this has a somewhat counterintuitive meaning in high dimensions

άǊŜŀƭƛǎǘƛŎ ƛƳŀƎŜǎέ ƳŀƴƛŦƻƭŘ

adversarial examples are things like this

why so linear?

Slide based on material from Ian Goodfellow (2017)

ü Consistent with transferability of adversarial examples
üwŜŘǳŎƛƴƎ άƻǾŜǊŦƛǘǘƛƴƎέ ŘƻŜǎƴΩǘ ŦƛȄ ǘƘŜ ǇǊƻōƭŜƳ



Linear models hypothesis
Experiment 1:vary images along one vector, and see how predictions change

Slide based on material from Ian Goodfellow (2017)

original car image



Linear models hypothesis
Experiment 2:vary images along two directions: an adversarial one, and a random one

Slide based on material from Ian Goodfellow (2017), with Warde-Farley and Papernot

adversarial direction

not much variation orthogonal
to adversarial direction

ŎƭŜŀƴ άǎƘƛŦǘέ ƻƴ one sidefor 
adversarial direction, 
suggesting a mostly linear 
decision boundary



Real-world adversarial examples

all of these turn into 45 mph speed limit signs

Eykholtet al. Robust Physical-World Attacks on Deep 
Learning Visual Classification. 2018.

Athalyeet al. Synthesizing Robust Adversarial 
Examples. 2017.



Human adversarial examples?



Human adversarial examples?

Elsayedet al. Adversarial Examples that Fool both Computer Vision and Time-Limited Humans. 2018.


