Adversarial Examples

Designing, Visualizing and Understanding Deep Neural Networks

CS W182/282A

Instructor: Sergey Levine
UC Berkeley




Do deep nets generalize?

What a strange question!
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but what about themistakes? What kinds of mistakes are they?



Do deep nets generalize?

Even the mistakes make sense (sometimes)!




Do deep nets generalize?

(a) Husky classified as wolf (b) Explanation

Figure 11: Raw data and explanation of a bad
model’s prediction in the “Husky vs Wolf” task.
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or: whenthe training/test
paradigm goes wrong
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but we might still not get what we want!
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Distribution shift

One source of troublethe test inputs might come from a different distribution than training inputs

often especially problematic if the training data has spurious correlations

Some more realistic examples:

A Medical imagingdifferent hospitals
have different machines

A Evenworse,different hospitalshave

different positiverates(e.g.,some

hospitalsget more sickpatients)

Inducesmachinee label correlation

Selection biases: center crop, canonica

pose, etc.

A Feedbackthe useof the ML system
causesusersto changetheir behavior,

thus changinghe input distribution
A Classic example: spam classification
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traffic sign classification dataset traffic sign in reality



Calibration

Definition: the predicted probabilities reflect the actual frequencies of the predicted events

how is the data generated?
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Does this happen? Arein-distribution
out of distribution: predictions
| - Usually not, such models calibrated?
’ _ typically giveconfidentbut
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methods for
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Adversarial examples



Adversarial examples

A particularly vivid illustration of how learned models may or may not generalize correctly

this isnot random noiseg
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Some facts about adversarial exampl
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U Itisnot easyto defendagainst,obviousfixescan
help, but nothingprovides a bulletproof defense
(that we know of)

U Adversarial examplesantransferacross different
networks (e.g., the same adversarial example can
fool both AlexNetand ResNeX

U Adversarial examplesanwork in the realworld,
not just specialandvery precisepixel patterns

U Adversarial examples aret specific to (artificial) including your brain,
neural networks, virtually all learned models are | Which is a type of
susceptible to them learned model

+«—— speed limit: 45
photo isnot altered in any way!
but the sign is




A problem with deep nets?
N
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linear model (logistic regression)

adversarial examples appear to be a
general phenomenon for most learned
models (and all higlsapacity models
that we know of)

Example from: lan Goodfellow, 2016



Is It due tooverfitting?

Overfitting hypothesisbecause neural nets have a huge number of parameters, they tend to overfit, making it
easy to find inputs that produce crazy outputs

most evidence suggests that this

Implication:to fix adversarial examples, stop using neural nets o
P P P J hypothesis is false

The mental model:
t If this were true, we would expect

‘ different models to have very different
‘ @ adversarial examples (high variance)
A This is conclusively not the case
U If this were true, we would expect low

@ capacity models (e.g., linear models) not

to have this issue
@ A Low capacity models also have this

t If this were true, we would expect highly
\ nonlinear decision boundaries around
adversarial examples
~ adversarial examples are things I|ke this A This appears to not be true

Slide based on material from lan Goodfellow (2017)



Linear models hypothesis

Linear models hypothesisiecause neural networks (and many other models!) tend to be locally linear, they
extrapolate in somewhat counterintuitive ways when moving away from the data

this has a somewhat counterintuitive meaning in high dimensions

N why so linear?

Rectified linear unit

Carefully tuned sigmoid

adversarial examples are things like this !
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Slide based on material from lan Goodfellow (2017)



Linear models hypothesis

Experiment 1vary images along one vector, and see how predictions change
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Slide based on material from lan Goodfellow (2017)



Linear models hypothesis

Experiment 2vary images along two directions: an adversarial one, and a random one

not much variatiororthogonal
to adversarial direction

Random among
orthogonal to
FGSM

l—» FGSM
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adversarial direction,

suggesting a mostly linear
decision boundary
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Slide based on material from lan Goodfellow (2017), WrdeFarley and?apernot



Realworld adversarial examples

Subtle Poster Camouflage Camouflage Art Camouflage Art

Distmec/Auglo PubfePORCE T Graffiti (LISA-CNN)  (GTSRB-CNN)
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B classified as turtle [l classified as rifle
B classified as other

107 0°
107 30°

407 0°

Targeted-Attack Success 100% 73.33% 66.67% 100% 80%

M classified as baseball [l classified as espresso

all of these turn into 45 mph speed limit signs

I classified as other

Eykholtet al. Robust PhysicaWorld Attacks on Deep Athalyeet al. Synthesizing Robust Adversarial
Learning Visual Classificatio2018. Examples2017.



Human adversarial examples?

These are
concentric
circles,
not
intertwined
spirals.

(Pinna and Gregory, 2002)

{Goodiellow 2016)



Human adversarial examples?

Elsayeckt al. Adversarial Examples that Fool both Computer Vision and Fiomaited Humans2018.



